
https://doi.org/10.36375/prepare_u.a65 

Page 1 of 6 

IMPLEMENTATION OF MACHINE LEARNING AND DEEP 

LEARNING IN IMPROVING SIGNAL TO NOISE RATIO FOR AUDIO 

ANALYSIS IN DIGITAL MEDIA PLATFORMS 

Sudipta Ghosh, Subhojit Jalal, Rajat Agarwal, Kalyan Chatterjee, Sayanti Banerjee  

Department of Mechanical and Automation Engineering 

Department of Electronics and Communication Engineering 

Amity University Kolkata 

Major Arterial Road, Action Area11, New Town, Kolkata 700135 

sudiptaghosh1510@gmail.com 

 

Abstract-Audio analysis is fast becoming a requirement of digital media for analysing multiple 

frequencies of sound at a time and also reduce the background noise.The urban sound challenge  is 

increasing day by day and the problem is meant to introduce  for audio analysis and processing in the 

usual classification scenario. Model is implemented on the basis of keras framework and 

librosalibrary. Keras is capable of running of the algorithm tensorflow. Kerascan be described as an 

interface rather than a standalone machine learning tools. Librosa is one of the python library for 

music and audio analysis. It helps us with necessary music information retrieval systems. 

The authorcollect the database and use the data and also use the graph for a better understanding of 

audio data analysis. 
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INTRODUCTION: 

Our sense of hearing gives us the information of our environment with respect to the characteristics of 

sound producing objects present in our locality. We can easily hear the twittering of birds outside and 

also the movement of traffic at a distance while doing our own work. But it is not easy to imagine that 

the machine also understand, hear and also make the difference of sound and their multiple 

frequencies at a time. There are many important techniques present in audio signal processing – audio 

data compression, synthesis and audio classification. 

Audio analysis is the extraction of information and meaning from audio signals for analysis, synthesis 

and classification, storage. The observation mediums and the numerical methods vary as audio 

analysis can refer to the human ear and how people interpret with the audible sound sources. Once 

theinformation of audio signal has been observed, only then it can be proceed for the logical, 

emotional, descriptive or otherwise relevant interpretation by the authors. 

 As we are directly and indirectly connected with the audio. as our brain works continuously with the 

different frequencies of sounds. Thus, our brain starts to understands the information. 

Here we also use the sampling method for audio analysis. Sampling is the process by which a 

continuous time signal can be converted into discrete time signal. 
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sampling rate 

Here the authors extract the values of audio file at half a second. It is called sampling of audio data 

and the rate at which the audio data is sampled is called sampling rate. 

On the contrary, here the author represents the data in frequency domain. 

Applications-1) indexing of many music collection according to their audio feature2) Speech 

recognition, processing and synthesis. 

 

Flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step1 

Load audio files and extract 

the features of the files 

def sudipta(row): 

File_name=os.path.join(os.pa

th.abspath(data_dir),’train’,str

(row.id)+’.wav’) 

Step 2 

Assign the data so that it can 

pass in our model 

i= np.array(temp,feature.tollist()) 

j= np.array(temp,level.tollist()) 

lb=labelencoder() 

Step-3 

Run deep model and observe 

the output 

Librosa.display.waveplot(sr 

rate=sr rate) 



https://doi.org/10.36375/prepare_u.a65 

Page 3 of 6 

Output- 

 

Output 1 

 
output 2 
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Output 3 

 
 

 

 

 

 

 



https://doi.org/10.36375/prepare_u.a65 

Page 5 of 6 

Output 4 

 
 

Conclusion- 

Audio analysis has been developed steadily over the last few years and it is incorporated into several 

new applications. In this paper, authors have developed the audio analysis and it’s required graph 

using machine learning and deep learning tools. The dataset contains 8732 different sounds <=4s.  
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